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A successful attempt to simulate turbulently flowing liquid–liquid dispersions was undertaken in this
work where the turbulent dispersion/coalescence of drops was accurately predicted over a wide range of
operating conditions using the model developed by Coulaloglou and Tavlarides (1977) [36]. Experimental
data obtained from an intensified liquid–liquid reactor/contactor in which screen-type static mixers
were used to superimpose an adjustable uniformly distributed turbulence field on the nearly plug flow
conditions encountered in high velocity pipe flows were used to validate the model predictions.
reakage
oalescence
iquid–liquid dispersion
rop size distribution
opulation balance
tatic mixers

Drop size distribution and the Sauter mean diameter (when quasi-steady state conditions were
assumed to be reached) were compared with the experimental results measured by photographic tech-
niques and good agreement was obtained at different flow velocities and diverse screen geometries.

The use of mutli-stage screen-type static mixers where alternating breakage-dominated and coales-
cence dominated regions exist allowed the development of accurate model parameters that may be used

e com
ks.
for simulating other mor
mechanically agitated tan

. Introduction

Despite the extensive literature dealing with both the hydrody-
amic and interface science aspects, the dispersion of immiscible

iquids remains one of the most difficult and least understood
ixing problems, where minor changes in the chemical compo-

ition of the system would drastically affect its performance [1].
onsequently, the majority of the liquid–liquid contactors/reactors
resently used are inefficiently designed with subsequent adverse
ffects on the reaction yield and selectivity and/or the mass transfer
erformance.

Stirred vessels, rotor–stator mixers, static mixers, valve or jet
omogenizers, and extraction columns, are examples of industrial
rocess equipments used to contact liquid–liquid systems. Due to
he very complex hydrodynamic conditions prevalent in most of
hese commercially available contactors/reactors, designing such
nits is very difficult without an extensive employment of empiri-

ism. However, the widespread use of empirical correlations poses
everal limitations as they conceal many of the hydrodynamic
etails and non-idealities [2]. Consequently, such results cannot
e used over parameter ranges not included in the original mea-
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plex liquid–liquid contacting conditions such as those encountered in

© 2010 Elsevier B.V. All rights reserved.

surement data set without the incorporation of excessive safety
margins, thus requiring an extensive amount of pilot-scale testing.
Therefore, a detailed understanding of the mixing process com-
bined with the ability to accurately predict the volumetric mass
transfer coefficient in such units can help in optimizing the perfor-
mance, economy, and safety of these industrial systems.

Stirred tank reactors/contactors are the most commonly used
in the chemical process industries, however, the operating condi-
tions; the agitator and vessel geometry, as well as the positions
of the inlet and outlet streams have direct impact on the tank’s
performance as they determine the hydrodynamics and turbulence
intensities in the vessel. Nevertheless, these types of reactors suffer
from many drawbacks as they lack uniformity, where mixing, drop
size distributions, hold-up, and temperature profiles have large
local variations [3].

On the contrary, plug flow reactors serve as a better choice
in order to understand the complex phenomena taking place as
well as providing better performance and control over the mix-
ing, breakage and coalescence of drops, as well as heat and mass
transfer. Moreover, tubular reactors equipped with static mixers
have been gaining strong momentum in the chemical industries
as they present an attractive alternative to conventional agitation

since similar and sometimes better performance can be achieved
at lower cost [4]. A common feature of these reactors is that
turbulence is continuously produced and dissipated along the reac-
tor. The turbulence is more homogeneous and nearly isotropic
compared to a stirred tank reactor where most turbulence is pro-
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Nomenclature

a interfacial area of contact between the phases [m−1]
b wire diameter [m]
Bb rate of particle generation by breakage per unit vol-

ume [m−3 s−1]
Bc rate of particle generation by coalescence per unit

volume [m−3 s−1]
C turbulence decay equation constant [−]
C1,. . .,3 empirical constants [−]
C4 empirical constant [m−2]
d drop diameter [m]
d32,exp experimentally measured Sauter mean diameter

[m]
d32,sim simulated Sauter mean diameter [m]
Db rate of particle destruction by breakage per unit vol-

ume [m−3 s−1]
Dc rate of particle destruction by coalescence per unit

volume of a parent particle [m−3 s−1]
g(d′) breakage frequency of drops of diameter d′ [s−1]
h(d,d′) coalescence intensity of drops of diameter d and d′

[s−1]
L distance between 2 consecutive screens [mm]
LM total mixer length [m]
M screen mesh size [m]
n turbulence decay equation exponent [−]
N(d,t) number density function [m−3]
u′ root mean square velocity fluctuation [m s−1]
U mean velocity [m s−1]
v droplet volume [m3]
x distance down the screen [m]
xo virtual origin of turbulence decay [m]

Greek letters
˛ fraction open area of the screen [−]
ˇ(d,d′) probability that a drop of size d′ is formed when a

drop d breaks [−]
�P pressure drop [N m−2]
ε energy dissipation rate [m2 s−3]
�(d,d′) coalescence efficiency [−]
� interfacial tension [N m−1]
� viscosity [kg m−1 s−1]
�(d) number of daughter drops formed by breakage of

drop d [−]
� dispersed phase volume fraction [−]
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tem. Under such conditions, the change in the interfacial area of
	c continuous phase density [kg m−3]

uced and dissipated in the impeller region. They also provide
arge interfacial area of contact, effective radial mixing and narrow
esidence time distribution [3,5,6]. In addition, the mass transfer
fficiency can be easily adjusted according to the requirements of
he reaction. For example, using mixers that provide high energy
issipation allow the formation of small drop diameters which
avors the processes with high reaction rates since they require
arge interfacial area of contact between the phases. Similar results
an also be achieved by operating under high flow velocities. On
he other hand, if the reaction is slow; lower interfacial areas and
ow velocities would be sufficient. Likewise, inter-mixer spac-

ng play also an important role in determining the extent of the

eactions since they allow the control of the breakage and coa-
escence processes taking place where longer spaces favor the
oalescence of the dispersion and shorter ones enhance the drop
reakage.
ering Journal 166 (2011) 715–725

Recently, a new type of static mixing element was introduced
in which screens or grids are used to repetitively superimpose an
adjustable uniformly distributed turbulence field in high velocity
pipe flows. The subsequent low axial mixing in the contac-
tor/reactor renders it possible to assume that plug flow conditions
prevail. These characteristics made them particularly effective in
processing multiphase systems and their ability to promote con-
tact between immiscible liquids was found to be about 5-fold more
energy efficient than mechanically agitated tanks equipped with
Rushton-type impellers [7]. The very high turbulence intensities
generated in the regions adjacent to the screens result not only in
the formation of fine dispersed phase entities but also consider-
ably enhance the value of the interphase mass transfer coefficient.
The combined effect of these two factors resulted in inter-phase
mass transfer coefficients as high as 13 s−1 being achieved in the
case of liquid–liquid dispersions [8], and allow for 99% of equilib-
rium conditions to be achieved in less than 1 s. Furthermore, such
high performance allowed for orders of magnitude reduction in the
reactor volume when applied to desulfurization processes [9].

Such performance improvements of multiphase contac-
tors/reactors were attained by phenomenological interpretations
of the role that turbulence has on multiphase contacting. Further
optimization of their performance would thus be improved by the
use of mathematical models that can accurately predict the tempo-
ral evolution of drop sizes distributions. This necessitates the use of
population balance equations (PBEs) to handle drop breakage and
coalescence within various regions of the contactor, and the iden-
tification of the breakage/coalescence kernels that can accurately
describe these processes.

The widespread use of PBE as a tool to describe dispersed phase
operations emerged from its capability to describe drop breakage
and coalescence processes in terms of identifiable physical param-
eters and operational conditions. However, the ultimate success
of this approach relies on the ability of PBE to yield realistic and
accurate description of the overall drop breakage/coalescence pro-
cesses.

The objective of this work is to explore the possibility of
using PBE to accurately simulate drop breakage and coalescence
processes in turbulently flowing liquid–liquid dispersions taking
place in multi-stage screen-type static mixers (where alternating
breakage-dominated and coalescence dominated regions exist).

Furthermore, since the hydrodynamic conditions prevailing
in screen-type static mixers closely approach those of isotropic
homogeneous turbulence, the drop breakage/coalescence kernels
identified in this investigation are expected to apply to other more
complex hydrodynamic conditions (such as those encountered
in mechanically agitated tanks [MAT]) provided that the contac-
tor/reactor volume is subdivided into a large number of segments
where isotropic homogeneous turbulence can be correctly assumed
to prevail.

2. Drop breakage and coalescence in turbulently flowing
liquid–liquid dispersions

Information concerning the temporal variation of the dispersed
phase characteristics (e.g. size, mass, temperature, age, and species
concentration) can be obtained using the population balance equa-
tions, where the dispersed phase is considered as an assembly of
drops whose individual identities are being continually destroyed
and recreated by the dynamic processes occurring within the sys-
contact between the phases is mainly affected by the hydrody-
namics and the interfacial forces. In a two-phase turbulent flow,
breakage and coalescence processes take place simultaneously
until a quasi-equilibrium state is reached, where the dispersion and
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oalescence rates become comparable and no net changes in drop
ize and drop size distribution are observed.

Even though most of the breakage and coalescence models were
eveloped using sound thermo-, and hydro-dynamical theories,
ost of their validation was conducted using data obtained in
echanically agitated tanks where the complex hydrodynamics

ncountered in such units were often over-simplified by assum-
ng perfectly mixed conditions with uniform energy dissipation
ates. This deficiency was recently mitigated by sub-dividing the
ontactor volume into 2–24 compartments [10–14] where, differ-
nt, but uniform value of the turbulent energy dissipation rate is
ssumed to exist in each compartment. The errors introduced from
uch a discretization approach are practically eliminated when
FD is used where the contactor volume is divided into a very

arge number of sub-regions. Unfortunately, most CFD tests used
o test pertinent population balance (PB) kernels suffer from the
ncertainties associated with the use of incomplete inter-phase
omentum closures, and turbulence modulation relations, needed

o accurately describe the interaction between the phases in the
ulerian–Eulerian approach [15].

In addition, the discrimination between the many expressions
sed to describe the sub-processes involved in the breakage and
oalescence models cannot be properly undertaken because of the
ack of experimental results obtained under well-known and con-
rolled hydrodynamic conditions[16,17].

Conversely, most of the aforementioned hydrodynamic mod-
ling difficulties are eliminated under the flow conditions
ncountered in multi-stage screen-type static mixers developed
y Al Taweel and Chen [7]. The residence time distributions are
ery narrow (essentially plug flow) and the characteristics of the
urbulence generated in the region downstream from each con-
ecutive screen are well known. These mixers therefore offer a
ood alternative to conventional MAT mixers for developing and
esting the various hydrodynamic models as they overcome the
ifficulties associated with the high spatial variations of the energy
issipation rates as well as flow recirculation non-uniformities. In
ddition, the nearly plug flow conditions present in the multi-stage
creen-type contactor allow for the direct integration of the non-
inear integro-differential equations obtained by applying the PBE,
hereby eliminating any computational uncertainties and errors
ntroduced through the use of CFD.

In the following sections, the hydrodynamic conditions preva-
ent in screen type static mixers are discussed with an emphasis on
he models used for simulating drop breakage and coalescence in
urbulent flows.

.1. Modeling energy dissipation rates in screen type static mixers

The rate of energy dissipation within the static mixer plays a
rucial role in determining the drop size distribution of the emerg-
ng dispersion. The volume-average energy dissipation rate in the

ixer can be calculated from the pressure drop using the following
xpression,

= U�P

	cLM
(1)

However, it is well known that the local value of ε down-
tream from screens undergoes dramatic variation along the axis
f flow with the maximum value being encountered in the imme-
iate vicinity of the screen [18,19]. Screens can be characterized by
heir mesh size (M); bar size (b) (or wire diameter); and the frac-

ional open area (˛). Where, the turbulence structure generated
ownstream of the screen is controlled by the upstream superfi-
ial velocity as well as by those parameters. A relatively large body
f knowledge is available concerning the nature of grid-generated
urbulence and how it is affected by the nature of flow as well as the
Fig. 1. Rate of energy dissipation as a function of location downstream of a
screen (U = 1.0 m s−1, M = 362 �m, ˛ = 0.33, C = 1.81, n = 1.32, (x/M)o = 0, decay starts
at x = 0.8M).

wire mesh used [18–22]. However, the most distinctive character-
istic of flow through screens is the generation of nearly isotropic
turbulence in the downstream flow. Further, the decay of grid-
generated turbulence is described by power laws such as:(

u′

U

)2

= 1
C

[
x

M
−

(
x

M

)
o

]−n

(2)

where C is the decay coefficient, (x/M)o is the virtual origin of tur-
bulence decay, and n is the decay exponent.

The hydrodynamic factors affecting the performance of screen
type static mixers were recently analyzed by Azizi and Al Taweel
[23] who proposed that the turbulence decay profile behind a grid
be divided into two regions, a region of constant high energy dis-
sipation rate prevalent over a certain distance downstream of the
grid, and a region of fast decay where the homogenous isotropic
turbulence decay equation applies. Using this representation for
modeling the spatial variation of the energy dissipation rate (Fig. 1),
all energy sources for the flow through screens were accounted for
and the calculated values matched the experimentally determined
volume average ε data quite well.

The introduction of screens into the pipe flow will therefore
create regions with very high energy dissipation the thickness of
which depends on the screen characteristics (mesh size). How-
ever, the value of ε to which the fluid is exposed to is dramatically
reduced as it flows further downstream from the screen (with up to
160-fold variation in ε being observed within a 7M distance down-
stream of the screen). The residence time within the region of high
energy dissipation, and the maximum level of local energy dissipa-
tion rates encountered in these regions, are therefore a function of
the screen characteristics and the superficial velocity of the fluid
passing through them. Fig. 2 shows such an example, whereas very
high values of local energy dissipation rates can be achieved by
passing fluids through screens (up to 15,000 W kg−1 for this exam-
ple of a screen with 27% open area), the corresponding residence
time under such conditions is very short (as low as 420 �s) unless
multiple screens are used.

Additional information concerning the values of these various
parameters and the proposed approach for predicting the spatial
variation of the energy dissipation rate downstream of a screen are
reported elsewhere [23].
2.2. Modeling of breakage and coalescence in screen-type static
mixers

A variety of processes taking place in turbulently flowing disper-
sions induce continuous changes in the internal properties of the
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D (d, t) = N(d, t) h(d, d′) × �(d, d′) × N(d′, t)dd′ (7)
Velocity (m/s)

ig. 2. Effect of superficial velocity on the maximum energy dissipation rate and the
esidence time in the high energy dissipation regions (M = 1058 �m, ˛ = 0.27).

ispersed phase droplets (e.g. size, concentration and age) which
onsequently lose their identities. For the case of a flowing disper-
ion exposed to regions of high and low energy dissipation rates,
he drops undergo breakage in the regions of high turbulence inten-
ity whereas they coalesce into coarser drops while circulating in
ow shear regions.

Generally, drop breakage results from the interaction of a sin-
le droplet and the turbulent continuous phase eddies; therefore, if
he energy gained is enough to compensate for the surface energy
ncrease due to the expansion of the droplet surface area, then
reak-up occurs. Further, coalescence occurs when two drops (or
ore) join together into one entity. Typically, this amalgamation

rocess consists of three successive steps. First, drops have to col-
ide, trapping a small amount of liquid between them, the second
tep involves drainage of the liquid out of the film trapped between
he adjacent drop surfaces, while the third and final step is the
upture of the film, after reaching a critical thickness, leading to
oalescence [24]. For a flowing dispersion, as time progresses, the
reakage and coalescence rates change until reaching equilibrium
here the rate of both processes become virtually equal. These
henomena describing the evolution of the dispersed phase drop
ize distribution (DSD) can best be expressed using the population
alance approach.

In its most general form the continuous PBE is a dynamic trans-
ort equation that describes the temporal evolution of population
ensity as a result of four particulate mechanisms, namely, nucle-
tion, growth, aggregation and breakage as well as transport due to
he flow field [25]. The resulting equations are often partial integro-
ifferential equations with integral boundary conditions that rarely
dmit analytical solutions, therefore the use of numerical tech-
iques is necessary for obtaining a solution [26–28]. Consequently,
he method of discretization of the continuous PBE has emerged as
n attractive alternative to the various other numerical methods
f solutions [29–31] and has been successfully employed, starting
ith the work of [32], to render accurate numerical solutions of the

BE [16,33–35].
For the case at hand, the flow within the multi-stage screen-

ype static mixer can be considered as radially uniform because of
he flat velocity profiles induced by the screens and the relatively
mall spacing between consecutive elements. To accommodate the
arge axial variation in turbulence intensity and energy dissipation

ates depicted in Fig. 1, the hydrodynamic performance of the static
ixer was modeled by dividing it into very thin cells where uni-

orm isotropic hydrodynamic conditions can be correctly assumed
o exist (Fig. 3).
Fig. 3. Schematic representation of the PBE cell.

In the case of a well-mixed physical volume, in which there is
no convection and no changes in temperature, concentration, and
other internal variables are taking place, one is only concerned with
dispersed phase breakage and coalescence occurrences in uniform
spatial energy dissipation rate (Fig. 3).

Under such conditions, the rate of change of concentration
of drops of diameter d with time can be expressed as a uni-
dimensional PBE. For a locally isotropic turbulent field, this
equation can be written as,

∂N(d, t)
∂t

∣∣∣∣
d

= Bb(d, t) − Db(d, t) + Bc(d, t) − Dc(d, t) (3)

where N(d,t) is the number density of drop size d. Bb, Db, Bc, and Dc

are the birth rate by breakage, death rate by breakage, birth rate by
coalescence, and death rate by coalescence, respectively. Further,
the rates of drop birth and death by breakup can be expressed as
[36]

Bb(d, t) =
∫ dmax

d

ˇ(d′, d) × �(d′) × g(d′) × N(d′, t)dd′ (4)

Db(d, t) = g(d) × N(d, t) (5)

where, g(d′) is the breakage frequency, �(d′) is the number of dis-
persed fluid entities formed from breakage of a drop of size d′,
and ˇ(d′,d) is the size distribution of daughter drops formed from
breakage of a drop of size d′.

In addition, the rates of drop birth and death by coalescence are
written as:

Bc(d, t) =
∫ d/21/3

0

h
((

d3 − d′3)1/3
, d′

)
× �

((
d3 − d′3)1/3

, d′
)

× N
((

d3 − d′3)1/3
, t

)
× N(d′, t)dd′ (6)

∫ (d3−d3)
1/3
c
0

where, �(d,d′) is the coalescence efficiency between drops of size d
and d′, and h(d,d′) is the collision frequency between those of size
d and d′.



ngine

g
p
s
s
[

m
fl
i
v
i
o
t
m
p

t
p
r
p
f
b
s
s

p
f

2

n
e
f
C
b
t
o
t
s
t
C
q

g

i
f
C
d
D
e
2
u
m
m
i
d

2

b
f
d

F. Azizi, A.M.A. Taweel / Chemical E

This population balance representation is applicable to both
as–liquid and liquid–liquid dispersions provided that appro-
riate expressions for the various breakage and coalescence
ub-processes are used. Such models have been presented by
everal authors, many of which have been recently reviewed by
37,38].

Coulaloglou and Tavlarides [36] developed a phenomenological
odel to describe drop breakage and coalescence in turbulently

owing liquid–liquid dispersions. This model assumes a locally
sotropic turbulent field where both phases are moving at the same
elocity. In addition, the system is considered isothermal with no
nterphase mass transfer or reactions are taking place, and that
nly turbulent fragmentation and amalgamation occur. Since all
hese aforementioned conditions can be held valid in this work, this

odel will therefore be used to describe breakage and coalescence
henomena.

In addition, this model seems to be the most widely used over
he past few decades, because its ability to encompass the various
hysical and hydrodynamical properties of the system in the drop
ate functions and provides a better physical understanding of the
rocesses taking place. Further, this model constituted the basis
rom which most of the breakage and coalescence models in tur-
ulently flowing dispersions for both gas–liquid and liquid–liquid
ystems were derived (e.g. Prince and Blanch [39]; Luo and Svend-
en [40]).

A discussion of the various breakage and coalescence sub-
rocesses employed in this work will thus be presented in the
ollowing sections.

.2.1. Breakage frequency
Breakage models have been generally modeled using a combi-

ation of the collision frequency between the drops and turbulent
ddies as well as the probability that a collision leads to a success-
ul breakage. For drop sizes falling within the inertial sub-range,
oulaloglou and Tavlarides [36] assumed that the fraction of drops
reaking is proportional to the fraction of drops which have a
otal kinetic energy greater than a minimum value necessary to
vercome the surface energy holding the drop intact. Moreover,
he distribution of the total kinetic energy of the drops was con-
idered proportional to the distribution of the kinetic energies of
he turbulent eddies. Based on the aforementioned considerations,
oulaloglou and Tavlarides proposed the following breakage fre-
uency function,

(d) = C1 × ε1/3

d2/3 × (1 + �)
× exp

[
−C2 × �(1 + �)2

	d × ε2/3 × d5/3

]
(8)

This function predicts a maximum frequency as the drop size
ncreases [38,41,42]. This is inherent to the model which accounts
or the time required for breakage to estimate the breakage rate.
onsequently, after reaching a critical drop size, the breakage rate
ecreases as it becomes influenced by the breakage time [42].
epending on the turbulence intensity and the model constants
mployed in this study, the maximum can reach values as low as
00 �m. However, this has minimal impact in this work, because
nder the current operating conditions, the breakage frequency
aximum always lies outside the DSD range except for the few
illiseconds (Fig. 2) where the dispersion (at the highest stud-

ed velocities) passes through the regions of very high turbulence
ownstream of the screens.
.2.2. Number of daughter drops
The average number of daughter drops,�(d′), formed upon the

reakage of a parent drop of diameter d′, generally depends on the
orces applied on the parent drop, the interfacial tension of that
rop and its diameter [43]. However, this term is usually assumed
ering Journal 166 (2011) 715–725 719

to be two (i.e. binary breakage) which is considered as a valid
assumption by Andersson and Andersson [44] who found that the
probability of binary breakage increases with an increase in the
energy dissipation rate; a condition that is expected to hold true
in the current work where very high energy dissipation rates are
expected to prevail in tubular reactors/contactors equipped with
screen-type static mixers. This is also in accordance with the work
of Maass et al. [45] who reported that binary breakage has the high-
est probability of occurrence for drops with sizes smaller than 1 mm
in liquid–liquid systems. However, this issue remains unsettled for
the case of liquid–liquid systems where contradicting conclusions
can often be found in the literature. This is due to the fact that the
viscosity of the dispersed phase has a large impact in determin-
ing the number of daughter drops born in a single breakage event
[46,47].

Nonetheless, for the purpose of the current work, binary break-
age will be assumed to take place, which according to Ruiz and
Padilla [48] is not a restrictive assumption as the breakage of a
parent drop in any number of daughter drops can be simulated
efficiently by a rapid sequence of binary breakage events.

2.2.3. Breakage size distribution
In addition to the knowledge of the breakage frequency function

and the number of drops formed after a breakage, the size distribu-
tion of these daughter drops is required for a complete description
of the breakage sub-process. This daughter size distribution deter-
mines the probability at which drops of a certain size are formed
as a result of a bigger drop being broken.

To describe binary breakage events, Coulaloglou and Tavlarides
[36] utilized a purely statistical distribution to express the daughter
size distribution, ˇ(d,d′), by assuming that the function is normally
distributed as reported by Valentas and Amundson [32] and written
as,

ˇ(d, d′) = 4.6

d′3 × exp

[
−4.5 × (2d3 − d′3)

2

(d′3)
2

]
(9)

However, the use of a more sophisticated beta distribution func-
tion to describe the daughter density function has been proposed
by Hsia and Tavlarides [43] and later adopted by several investiga-
tors [10,49,50]. This beta distribution has the advantage over the
normal distribution proposed by Coulaloglou and Tavlarides [36] in
that it produces a zero probability for the infinitely small daughter
drops and the daughter drops equal to the size of the mother drop
[49]. This beta function is expressed as,

ˇ(d, d′) = 90 × d2

d′3 ×
(

d3

d′3

)2

×
(

1 − d3

d′3

)2

(10)

In contrary to other models available in the literature [40,51],
this beta distribution avoids the zero probability for the evolution
of equi-sized drops; which is in line with the observations of Maass
et al. [45] and Andersson and Andersson [44] who reported that
the probability of equi-sized breakage is highest for liquid–liquid
systems.

Furthermore, the use of the normal distribution for describ-
ing breakage processes was found to introduce erroneous behavior
under high shear rates, e.g. ε ≥ 1000 W kg−1, and the problem was
eliminated using the beta distribution function of Hsia and Tavlar-

ides [28,43]. Since energy dissipation rates of the same order of
magnitude or even higher are expected to prevail in tubular con-
tactors/reactors equipped with screen-type static mixers, the beta
distribution will therefore be adopted hereafter while describing
the breakage processes.
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Table 1
Characteristics of the woven screens investigated.

No. Wire size, b (mm) Mesh size, M (mm) Open area, ˛ (%)

order to compensate for the uncontrolled variation in the composi-
tion of the tap water. Table 3 summarizes the range of experimental
conditions investigated in this study.

Table 2
20 F. Azizi, A.M.A. Taweel / Chemical E

.2.4. Collision frequency
The collision between drops can be initiated by several differ-

nt mechanisms. These include buoyancy-driven (that is collisions
ue to the difference in rise velocities of drops of different size),
nd collisions due to laminar shear occurring when drops fol-
ow the continuous fluid streamlines [39], in addition to drop
oalescence resulting from turbulent interactions between the
ontinuous and dispersed phase. However, only the latter coales-
ence mechanism will be considered in this investigation because
he relative importance of the various mechanisms as com-
ared to turbulence-induced collisions can be neglected under
he highly turbulent conditions present in screen-type static

ixers.
Coulaloglou and Tavlarides [36] derived a turbulent collision fre-

uency model (assuming binary collisions) for drops with immobile
nterfaces by postulating that the mechanism of collision is anal-
gous to collisions between molecules as described in the kinetic
heory of gases. The collision frequency of drops of diameter d and
′ can thus be written as,

(d, d′) = C3 × (d + d′)2 × (d2/3 + d′2/3)
1/2 × ε1/3

(1 + �)
(11)

The expression given in Eq. (11) is slightly different from the
riginally published one as it incorporates a small algebraic error
dentified by Hsia and Tavlarides [43].

.2.5. Coalescence efficiency
Coulaloglou and Tavlarides [36] also presented an expression for

he coalescence efficiency term which is based on the film drainage
etween colliding dispersed phase entities which is applicable to
he case of deforming entities with immobile interfaces. It assumes
hat turbulence causes the two entities to collide and holds them
ogether for a definite time while the intervening film thins under
constant force applied by turbulence. Coalescence will therefore
nly occur when the contact time of the bubbles is longer than the
ime required for draining the film entrapped in between them until
t reaches its critical thickness. Therefore, the coalescence efficiency

as expressed as,

(d, d′) = exp

[
−C4 × �c × 	c × ε

�2 × (1 + �)3
×

(
d × d′

d + d′

)4
]

(12)

In the current work, the initial film thickness and the critical
hickness for film rupture are assumed to be constant and lumped
nto the value of the parameter C4.

. Results and discussion

.1. Numerical solution of PBE

An accurate, stable, and robust algorithm for solving the dis-
retized PBE, where uniform energy dissipation conditions inside
he control volume can be correctly assumed, was recently devel-
ped by Azizi and Al Taweel [28]. This algorithm is based on
inimizing the finite domain errors that often arise while dis-

retizing the drop size domain and includes an enhanced solution
tability algorithm which relies on monitoring the onset of errors
n the various birth and death terms encountered in PBE. It con-

equently allows for corrective action to be undertaken before the
rrors propagate in an uncontrollable fashion, and was found to
mprove the stability and robustness of the solution method even
nder very high shear rate conditions.

This algorithm [28] also accounts for flow through systems with
patial variation of local energy dissipation rate and thus will be
sed in the current work to model turbulent drop breakup and
I 0.508 1.058 27
II 0.152 0.362 33
III 0.305 0.845 41

coalescence in static mixers. It uses the size distribution sampling
approach proposed by Sovova and Prochazka [52] and combines
it with cubic spline interpolation if information in between sam-
pling points is needed. It also employs a moving grid technique
where insignificantly large drops are cut off from the drop size
domain while occasionally re-adjusting the distribution to ensure
volume conservation. At any particular time, the value of the birth
and death terms is determined by integrating over the size domain
(using Simpson’s rule) and the resulting ODE is numerically solved
using the adaptive step-size control for Runge-Kutta (5th order
Runge-Kutta).

This algorithm was developed with the ability of using general
forms of the breakage and coalescence kernels and can therefore
be used to describe both liquid–liquid and gas–liquid dispersions.
Further, it has the ability to predict the transient drop size distri-
bution and the temporal variation of the various dispersed phase
characteristic sizes.

In the current work, 60 sampling points were used to describe
the drop size domain at every time step. For further information on
the method of solution, its stability and robustness, the reader is
referred to Azizi and Al Taweel [28].

3.2. Experimental determination of liquid–liquid contacting in
screen-type static mixers

The operational characteristics of screen-type static mixers
were investigated by El-Ali [53] using dilute liquid–liquid disper-
sions flowing in a 25.4 mm ID pipe. The setup shown in Fig. 4,
consisted of a vertical mixing section that incorporated a set of
static mixing elements whose characteristics are given in Table 1.
The drop size distribution obtained at different design and oper-
ating conditions was recorded using a video camera with very
short exposure times (2 �s). An adjustable intensity light source
was used to provide the high intensity illumination necessary for
imaging the dispersion at the very short exposure times necessary
to freeze the images of the moving drops. The resulting images
were analyzed using semi-automated image analysis software for
measuring the sizes of the drops present in the dispersion. The
resulting dispersions were characterized using various mean diam-
eters (d10, d20, d30, d32 and d43), the number-, and volume-density
distributions, as well as the variance around the Sauter mean
diameter, d32.

The system investigated was a dispersion of Bayol Oil in tap
water, the physical properties of which are listed in Table 2.

A small quantity of salt (500 ppm) was added to the water in
Physical properties of the phases at 25 ◦C.

Phase Density, 	
(kg m−3)

Viscosity, �
(kg m−1 s−1)

Interfacial
tension, �
(mN m−1)

Water 997 1.0 × 10−3 –
Bayol oil 792 2.26 × 10−3 19
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reduction in the high energy dissipation regions adjacent to the
screen before the fine bubbles formed in these regions start to coa-
Fig. 4. Schematic represen

.3. Comparison with experimental results

.3.1. Determining the model constants
The experimental data represent a good case for validating

he current work since it provides a large set of experimen-
al results obtained under a wide range of design and operating
onditions. Contrary to data obtained in MAT where highly non-
niform hydrodynamic conditions are encountered, these results
ere obtained under radially uniform turbulence conditions. The

act that turbulence in a thin slice behind screens closely approx-
mates homogeneous isotropic conditions can be used to predict
he evolution of DSD as the liquid–liquid dispersion flows through
he static mixer.

In order to simulate the behavior of turbulently flowing disper-
ions using the Coulaloglou and Tavlarides [36] model the empirical
onstants used in the drop breakage/coalescence rate functions
Eqs. (8), (11) and (12)) need to be first identified. To accomplish
his, the simulated quasi-steady state Sauter mean diameters were
tted against the experimentally measured ones for screen I only.
he objective was to find the set of constants (C1 − C4) that renders
global minimum for the function defined as

∑
(d32,exp − d32,sim)2.

ue to the non-linearity of the problem, this was accomplished
sing a Levenberg–Marquardt algorithm. Additionally, screen I was
elected as representative of the various screen geometries because

ts hydrodynamic conditions can be considered as typical for those
xperimentally investigated and the values of the model constants
erived thereof should be independent of the operating conditions
nd/or the design parameters of the mixer.

able 3
xperimental conditions.

Number of screen elements 9
Inter-screen spacing 10 mm
Superficial velocity, U 0.85–1.94 (m s−1)
Screen open area, ˛ 27–41%
Dispersed phase hold-up, � 0.5%
Pipe Reynolds numbers 21,000–50,000
of the experimental setup.

This is clearly presented in Fig. 5 which shows the variation
of the quasi-equilibrium Sauter mean diameter with the superfi-
cial flow velocity after estimating the various model constants. In
addition, it shows a typical drop volume density distribution using
screen I. It is evident that the model predictions match the exper-
imentally determined values with a very good accuracy, and the
best fit to the experimental data was obtained using the values of
the empirical constants shown in Table 4.

3.3.2. Capabilities of the simulation program
The ability of the current approach to track the variation of the

drop size distribution as a function of the local energy dissipation
rate along the length of the reactor can best be illustrated by fol-
lowing the temporal variation of the Sauter mean diameter as the
immiscible dispersion flows through the static mixer (Fig. 6). As can
be seen from Fig. 6, the relatively coarse drops introduced to the
tubular contactor/reactor undergo a progressive reduction in the
Sauter mean diameter as the dispersion passes through successive
static mixing elements. A quasi-steady condition is asymptoti-
cally reached beyond which the DSD does not undergo significant
changes with increasing number of mixing elements. In addition, it
can be clearly discerned that the drop diameter undergoes a sharp
lesce as they migrate to regions of lower energy dissipation rates
further downstream. This observation is similar to those reported
by Turunen and Haario [5] and Andersson et al. [3] who used dif-

Table 4
Values of the various model constants.

Description Symbol Value

First breakage frequency constant C1 0.86 ± 0.04
Second breakage frequency

constant – embedded in an
exponential term

C2 4.1 ± 0.3

Collision frequency constant C3 0.04 ± 0.002
Coalescence efficiency constant

(m−2)
C4 1 ± 0.2 × 1010
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ig. 5. (a) Variation of the Sauter mean diameter with the superficial velocity (˛ =
˛ = 27%; U = 0.85 m s−1; � = 0.5%).

erent types of commercially available static mixers to promote
ispersion.

The hydrodynamic conditions presented in Fig. 5a, encompass
hose experimentally investigated and the values of the model
onstants derived thereof should be independent of the operating
onditions and/or the design parameters of the mixer.

Furthermore, to eliminate any effect the selection of the ini-
ial drop size distribution (DSD) might have on the solution, and
o maintain consistency in the study, a normal distribution rang-
ng from 0 to 1500 �m with a Sauter mean diameter of 750 �m was
elected as the initial condition in all the simulation runs. However,
he final DSD is dictated by the equilibrium between breakage and
oalescence rates and thus independent of the initial DSD. There-
ore, a sensitivity analysis was carried out using distributions with
auter mean diameters varying between 500 and 1000 �m, and was
ound that the effect of the initial DSD dissipates after the seventh
creen with average deviations up to ±11% at steady state (after the

inth screen) depending on the conditions.

In addition, the ability of the simulation program to account for
he variations in the operating or design conditions is clearly evi-
ent in Fig. 7 where the quasi-steady state DSD are plotted against
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ig. 6. Predicted spatial variation of the local energy dissipation rate and the Sauter
ean diameter along the length of the contactor/reactor (U = 0.9 m s−1; � = 0.5%;
= 0.27).
Drop diameter (μm)

� = 0.5%; average deviation = ±6.52%); (b) Probability volume density distribution

the initial distribution. The case where the operating conditions
were kept unchanged while varying the screen geometry is plot-
ted in Fig. 7a, while that highlighting the effect of the superficial
velocity on the quasi-equilibrium DSD is given in Fig. 7b for a
type I screen. It is evident that the changes in the hydrodynam-
ics of the system are well accounted for while retaining a very
good resolution of the predicted DSD. This elucidates the impor-
tance of the moving grid technique used in the current work and
its ability to keep the finite domain errors to a minimum by cut-
ting insignificantly large drops from the size domain, and focus the
computational efforts in the regions of most significance.

3.3.3. Matching model predictions with experimental data
The model constants derived in the previous section and listed

in Table 4 should be a function of the physical properties of the sys-
tem but independent of the operating conditions and/or the design
parameters of the mixer. Therefore, these values are considered
universal and will be kept unchanged throughout this investiga-
tion. However, the value of these constants were found to be several
orders of magnitude larger than those obtained by previous authors
who used the same model to simulate liquid–liquid dispersions
using MATs [50,54–57]. The discrepancy depicted in Table 5 is
most probably due to the simplifying assumptions used by these
authors in which they assumed a uniform local energy dissipation
rate throughout the entire volume of the MAT.

Furthermore, to highlight the difference between the various
sets of constants, the cumulative number densities estimated using
both the old and the new sets of model parameters were plotted
against the experimentally determined values in Fig. 8. Since the
older sets are of a similar magnitude, those obtained by Ribeiro
et al. [57] were chosen for the purpose of this comparison. The large

discrepancy between the two simulation results is clearly shown
in Fig. 8 where the constants obtained in the current study pre-
dict the experimental results very well while the old constants
failed to fall within the same order of magnitude as the mean
diameter. This higher accuracy of the current set of constants

Table 5
Numerical values of the empirical constants in the drop rate functions.

Proposed by C1 C2 C3 C4 (m−2)

Coulaloglou [54] 0.00487 0.0552 2.17 × 10−4 2.28 × 1013

Ross et al. [55] 0.00487 0.08 2.17 × 10−4 3 × 1012

Hsia [56] 0.01031 0.06354 4.5 × 10−4 1.891 × 1013

Bapat and Tavlarides [50] 0.00487 0.08 1.9 × 10−3 2 × 1012

Ribeiro et al. [57] 0.00481 0.0558 1.65 × 10−3 4.74 × 1012

Current work 0.86 4.1 0.04 1 × 1010
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ig. 7. Effect of varying design and operating conditions on the quasi-equilibrium D

mphasizes the importance of accounting for the spatial varia-
ion in the energy dissipation rates while estimating the model
arameters. This unmistakably illustrates the danger of assuming
implified hydrodynamic conditions and estimating the breakage
nd coalescence processes under conditions that do not truly apply.

In an attempt to characterize breakage and coalescence phe-
omena for droplets in rotating disc contactors, Schmidt et al.
34] employed only the coalescence functions of Coulaloglou and
avlarides [36] along with a different breakage kernel. When the
odel parameters were determined as independent of the hydro-

ynamic conditions prevailing in the system, they obtained a set of
onstants for the coalescence kernel that are very similar to those
btained in the current work (C3 = 0.036 and C4 = 1.152 × 1010 m−2).
owever, these results were found dependent on the chemical sys-

em used. Whereas the system exhibiting an interfacial tension
omparable to the one employed in this work (� = 14 mN m−1 com-
ared to 19 mN m−1 in this work) resulted in very comparable sets
f constants, other chemical systems with larger interfacial ten-
ions required the use of a different set of constants to be accurately
redicted.

This however does not completely justify the order of magnitude
ifference in the model constants, since changes in the interfa-
ial characteristics of the system are not expected to induce such

arge variations in their values. However, it is important to add
hat the model parameters used by Ribeiro et al. [57] for example
ere derived for two different systems whose interfacial tensions

anged from 9 to 32 mN m−1. Therefore, even though the interfacial
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= 0.5%. (a) Effect of screen design at U = 0.97 m s−1; (b) Effect of velocity for ˛ = 27%.

characteristics of the system play an important role in determining
the extent of the model parameters, the importance of an accurate
representation of the energy dissipation rate while characterizing
breakage and coalescence processes remains imperative.

Fig. 9 clearly shows the effect of changing the operating condi-
tions on the Sauter mean drop diameter prevalent after the ninth
screen element where quasi-steady state conditions are considered
to be reached. This figure shows a good match between predicted
and measured Sauter mean diameters with an average deviation of
±9.51% and 6.50% for screens II and III, respectively. The average
equilibrium diameter was thus found to decrease with increasing
the superficial velocity while decreasing with an increase in the
screen open area.

Two different drop breakage mechanisms in screen-type static
mixers were identified by El-Ali [53]. While turbulent dispersion
in the micro-jets prevails at high flow velocities, the droplets may
undergo a physical cutting action when they impinge on the screen.
The latter phenomenon, however, is more pronounced in the initial
stages of dispersing large drops and at lower velocities or when very
fine mesh screens are used. The relative magnitude of the measured
mean diameters to the mesh openings (0.06 < d32,exp/(M − b) < 0.54)
can also be employed as an indication that turbulent breakage pre-
It is well known that the superficial velocity is one of the major
factors governing liquid–liquid dispersion processes as it controls
the kinetic energy in the micro-jets formed by the screens, and
hence the turbulent breakup and coalescence processes. In the
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ig. 10. Effect of varying operating and design conditions on the probability number
c) ˛ = 41% at U = 1.55 m s−1; (d) ˛ = 27% at U = 1.94 m s−1.

ase at hand, the superficial velocity affects both the local rate
f energy dissipation, ε, as well as the residence time of the fluid
lements within the region of high local energy dissipation rate.
oreover, screens with lower open area are expected to produce

igher velocity jets and hence higher local energy dissipation rates
n the regions immediately downstream from the screens. Con-
equently, finer dispersions are expected as the screen open area
ecreases.

The fact that the model predicts the experimental observations
ith high accuracy is an additional indication that the hydrody-
amic model responsible for predicting the spatial variation of the
nergy dissipation rate [23] throughout the contactor works quite
ell and yields good estimates of ε since good agreements between

imulations and experimental data are also to a large extent based
n good predictions of the turbulent energy dissipation rate [3].

The ability of the model to render accurate estimates of the
SD under a wide range of operating and design conditions is

urther shown in Fig. 10 where the experimental and simulation
esults are plotted for three different screen geometries and varying
uperficial velocities. Even though small deviations from the exper-
mental values are apparent, it is clear that the simulation algorithm

redicts the distributive effect with a good accuracy. While the pre-
icted DSD fitted the experimental results accurately for screen II
Fig. 10a and b); the simulations using screens I and III deviated
lightly from the measured data.
ty distributions at � = 0.5%: (a) ˛ = 33% at U = 0.97 m s−1; (b) ˛ = 33% at U = 1.55 m s−1;

4. Conclusion

From the aforementioned findings, one can conclude that the
turbulent dispersion/coalescence of liquid–liquid systems can be
accurately predicted using the phenomenological model developed
by Coulaloglou and Tavlarides [36]. In this study, a population
balance model utilizing this kernel was developed and used to
assess its ability to accurately simulate the liquid–liquid contacting
performance achieved in screen-type static mixers where nearly-
isotropic turbulent plug flow conditions prevail.

The predicted drop size distribution as well as the Sauter mean
diameter (when quasi-steady state conditions were assumed to
be reached) was compared with experimental results measured
by photographic techniques and good agreement was obtained at
different flow velocities and diverse screen geometries.

The successive exposure of the flowing dispersion to breakage-
dominated and coalescence dominated regions provided very
stringent conditions for testing and validating the model and for the
development of accurate model parameters that may be used for
simulating other more complex liquid–liquid contacting conditions
such as those encountered in MAT.
In addition to generating very uniform hydrodynamic condi-
tions, the major advantage of using this type of reactor is that it
allows an easy optical access to each mixing element. This would be
of great importance in experimentally determining breakage and
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